MENSAGEM DO PAPA LEAO XIV
PARA O LX DIA MUNDIAL DAS COMUNICACOES SOCIAIS

Preservar vozes e rostos humanos

Queridos irmdos e irmds!

O rosto e a voz sao tracos uUnicos e distintivos de cada pessoa; manifestam a sua
identidade irrepetivel e sao elemento constitutivo de cada encontro. Os antigos sabiam-no bem.
Para definir o ser humano, os gregos usavam a palavra “rosto” (prdsopon), que
etimologicamente indica o que esta diante do olhar, o lugar da presenca e da relagao. Por sua
vez, o termo latino persona (de per-sonare) inclui o som: ndo um som qualquer, mas a voz
inconfundivel de alguém.

Rosto e voz sao sagrados. Foram-nos dados por Deus, que nos criou a sua imagem e
semelhanc¢a, chamando-nos a vida com a Palavra que Ele mesmo nos dirigiu. Uma Palavra que,
ao longo dos séculos, ressoou na voz dos profetas e depois, na plenitude dos tempos, fez-se
carne. Esta Palavra — esta comunicacdo que Deus faz de si mesmo — pudemos ainda escuta-la e
vé-la diretamente (cf. 1 Jo 1, 1-3), porque se deixou conhecer na voz e no Rosto de Jesus, Filho
de Deus.

Desde o momento da criagao, Deus quis o ser humano como seu interlocutor e, como
disse S3ao Gregodrio de Nissa, [1] imprimiu no seu rosto um reflexo do amor divino, para que
pudesse viver plenamente a sua humanidade através do amor. Preservar os rostos e as vozes
humanas significa, portanto, preservar este selo, este reflexo indelével do amor de Deus. Nao
somos uma espécie feita de algoritmos bioquimicos predefinidos antecipadamente: cada pessoa
possui uma vocacgao insubstituivel e irrepetivel, que emerge da vida e se manifesta
precisamente na comunica¢do com os outros.

A tecnologia digital, no caso de falharmos nesta preservagao, corre o risco de alterar
radicalmente alguns dos pilares fundamentais da civilizagdo humana, que por vezes temos como
garantidos. Ao simular vozes e rostos humanos, sabedoria e conhecimento, consciéncia e
responsabilidade, empatia e amizade, os sistemas conhecidos como inteligéncia artificial ndo sé
interferem nos ecossistemas informativos, como também invadem o nivel mais profundo da
comunicag¢ao, ou seja, o das relagdes entre as pessoas.

O desafio, por conseguinte, nao é tecnoldgico, mas antropolégico. Preservar os rostos e
as vozes significa, em ultima analise, preservarmo-nos a nos proprios. Aceitar com coragem,
determinacdo e discernimento as oportunidades oferecidas pela tecnologia digital e pela
inteligéncia artificial ndo é sinénimo de esconder de nés mesmos os pontos criticos, a opacidade
e 0S riscos.

Ndo renunciar ao proprio pensamento

Ha muito tempo que existem multiplas evidéncias de que os algoritmos concebidos para
maximizar o envolvimento nas redes sociais — rentdvel para as plataformas — recompensam as
emocdes rapidas e, ao contrario, penalizam as expressdes humanas que requerem mais tempo,
como o esforco para compreender e a reflexdao. Ao encerrar grupos de pessoas em bolhas de
facil consenso e indignacdao, estes algoritmos enfraguecem a capacidade de escuta e
pensamento critico, aumentando a polarizacdo social.

Veio somar-se a isto uma confianca ingenuamente acritica na inteligéncia artificial como
“amiga” omnisciente, dispensadora de todas as informacgdes, arquivo de todas as memorias,
“oraculo” de todos os conselhos. Tudo isto pode enfraquecer ulteriormente a nossa capacidade
de pensar de forma analitica e criativa, de compreender significados, de distinguir entre sintaxe
e semantica.
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Embora a |IA possa dar apoio e assisténcia na gestdo de tarefas comunicativas, ao
abstermo-nos do esforco do préprio pensamento, contentando-nos com uma compilagao
estatistica artificial, corremos o risco de deteriorar, a longo prazo, as nossas capacidades
cognitivas, emocionais e comunicativas.

Nos ultimos anos, os sistemas de inteligéncia artificial estdao a assumir cada vez mais o
controlo da producdo de textos, musica e videos. Grande parte da industria criativa humana
corre o risco de ser destruida e substituida pela etiqueta “Powered by Al”, transformando as
pessoas em meros consumidores passivos de pensamentos nao pensados, de produtos
anonimos, sem autoria nem amor. Ao mesmo tempo, as obras-primas do génio humano no
ambito da musica, da arte e da literatura vao sendo reduzidas a um mero campo de treino para
as maquinas.

No entanto, a questdo que realmente nos interessa ndo é o que a maquina consegue ou
conseguira fazer, mas o que ndés podemos e poderiamos fazer, crescendo em humanidade e
conhecimento, com uma inteligente utilizacdao de ferramentas tao poderosas ao nosso servico.
Desde sempre, o ser humano tem sido tentado a apropriar-se do fruto do conhecimento sem o
esforco do envolvimento, da pesquisa e da responsabilidade pessoal. Contudo, renunciar ao
processo criativo e entregar as maquinas as proprias funcdes mentais e a prdpria imaginacao
significa enterrar os talentos recebidos para crescer como pessoas em relagao a Deus e aos
outros. Significa esconder o nosso rosto e silenciar a nossa voz.

Ser ou fingir: simulagdo de relagdes e da realidade

A medida que navegamos pelos nossos fluxos de informacédo (feeds), torna-se cada vez
mais dificil compreender se estamos a interagir com outros seres humanos ou com “bots” ou
influenciadores virtuais. As intervencdes nao transparentes destes agentes automatizados
influenciam os debates publicos e as escolhas das pessoas. Especialmente os chatbots, baseados
em grandes modelos linguisticos (LLM), estdo a revelar-se surpreendentemente eficazes na
persuasao oculta, através de uma continua otimizagdo da interagdao personalizada. A estrutura
dialégica e adaptativa, mimética, destes modelos linguisticos é capaz de imitar os sentimentos
humanos e, assim, simular uma relacdo. Esta antropomorfizacao, que pode até ser divertida, é
ao mesmo tempo enganadora, especialmente para as pessoas mais vulnerdveis. Porque
os chatbots tornados excessivamente “afetuosos”, além de estarem sempre presentes e
disponiveis, podem tornar-se arquitetos ocultos dos nossos estados emocionais e, desta forma,
invadir e ocupar a esfera da intimidade das pessoas.

A tecnologia que explora a nossa necessidade de relacionamento pode ndo sé ter
consequéncias dolorosas para o destino dos individuos, mas também prejudicar o tecido social,
cultural e politico das sociedades. Isso acontece quando substituimos as relagdes com os outros
pelas relagdes com a IA treinada para catalogar os nossos pensamentos e, portanto, construir a
nossa volta um mundo de espelhos, onde tudo é feito “a nossa imagem e semelhanca”. Desta
forma, deixamo-nos roubar a possibilidade de encontrar o outro, que é sempre diferente de nds
e com o qual podemos e devemos aprender a confrontar-nos. Sem aceitar a alteridade, nao
pode haver nem relagao nem amizade.

Outro grande desafio que estes sistemas emergentes colocam é o da distor¢ao (bias, em
inglés), que leva a adquirir e transmitir uma perceg¢do alterada da realidade. Os modelos de IA
estao moldados pela visdao do mundo de quem os constréi e podem, por sua vez, impor modos
de pensar, replicando esteredtipos e preconceitos presentes nos dados a que acedem. A falta de
transparéncia na construcdao dos algoritmos, a par da inadequada representacao social dos
dados tendem a manter-nos presos em redes que manipulam o0s nossos pensamentos,
perpetuando e aprofundando as desigualdades e injustigas sociais existentes.



O risco é grande! O poder da simulacdo é tal que a IA pode também iludir-nos com a
construcao de “realidades” paralelas, apropriando-se dos nossos rostos e das nossas vozes.
Estamos imersos numa multidimensionalidade, onde se torna cada vez mais dificil distinguir a
realidade da ficgao.

A isto acrescenta-se o problema da falta de precisdo. Os sistemas que apresentam como
conhecimento uma probabilidade estatistica, na realidade, oferecem-nos, quando muito,
aproximacoes da verdade, que por vezes sao verdadeiras “alucinacdes”. A falta de verificacao
das fontes, com a crise do jornalismo no terreno, que implica um trabalho continuo de recolha e
verificagao de informagdes nos locais onde os eventos ocorrem, pode favorecer um solo ainda
mais fértil para a desinformacdo, provocando uma crescente sensacao de desconfianga,
desorientagao e inseguranca.

Uma possivel alianca

Por tras desta enorme forga invisivel que a todos envolve, esta apenas um pequeno
grupo de empresas, cujos fundadores foram recentemente apresentados como os criadores da
“pessoa do ano de 2025”, ou seja, os arquitetos da inteligéncia artificial. Isto suscita uma
preocupacdo importante em relagcdo ao controlo oligopolistico dos sistemas algoritmicos e de
inteligéncia artificial capazes de orientar subtilmente os comportamentos e até mesmo de
reescrever a histdria da humanidade — incluindo a histdria da Igreja —, muitas vezes sem que
possamos ter real consciéncia disso.

O desafio que nos espera nao é impedir a inovacao digital, mas sim orienta-la, estando
conscientes do seu carater ambivalente. Cabe a cada um de nds levantar a voz em defesa das
pessoas, para que estas ferramentas possam realmente ser integradas por nds como aliadas.
Esta alianca é possivel, mas tem de se basear em trés pilares: responsabilidade, cooperacgéo e
educagdo.

Em primeiro lugar, a responsabilidade. Ela pode ser definida, consoante as fungdes, como
honestidade, transparéncia, coragem, visao, dever de partilhar conhecimento, direito de ser
informado. Porém, em geral, ninguém pode fugir a sua responsabilidade diante do futuro que
estamos a construir.

Para quem esta no comando das plataformas on-line, isso significa garantir que as
proprias estratégias empresariais ndo sejam norteadas pelo exclusivo critério da maximizacao
do lucro, mas por uma visao clarividente que tenha em conta o bem comum, da mesma forma
gue cada um deles se preocupa com o bem-estar dos seus filhos.

Aos criadores e desenvolvedores de modelos de 1A, é exigida transparéncia e
responsabilidade social em relagdao aos principios de criacao de projetos e aos sistemas de
moderacdao que estao na base dos seus algoritmos e dos modelos desenvolvidos, de modo a
permitir um consentimento esclarecido aos utilizadores.

Igual responsabilidade é pedida aos legisladores nacionais e reguladores supranacionais,
gue tém a funcao de zelar pelo respeito da dignidade humana. Uma adequada regulamentacao
pode proteger as pessoas duma ligacao afetiva com os chatbots e conter a disseminag¢ao de
conteudos falsos, manipuladores ou deturpados, preservando a integridade da informacao face
a sua simulagao enganosa.

Por sua vez, as empresas dos mass media e da comunicagdo nao podem permitir que
algoritmos orientados para vencer a qualquer custo a batalha por alguns segundos de atencao a
mais prevalecam sobre a fidelidade aos seus valores profissionais, voltados para a busca da
verdade. A confianca do publico conquista-se com a precisdo e a transparéncia, ndo com a
corrida por uma participacdo qualquer. Os conteudos gerados ou manipulados pela IA devem
ser sinalizados e claramente distinguidos dos conteudos criados por pessoas. A autoria e a
propriedade soberana do trabalho dos jornalistas e outros criadores de conteddo devem ser



protegidas. A informacdo é um bem publico. Um servico publico construtivo e significativo ndo
se baseia na opacidade, mas na transparéncia das fontes, na inclusao dos sujeitos envolvidos e
num elevado padrao de qualidade.

Todos somos chamados a cooperar. Nenhum setor pode enfrentar sozinho o desafio de
liderar a inovagao digital e governar a IA. Por isso, é necessario criar mecanismos de
salvaguarda. Todas as partes interessadas — desde a industria tecnoldgica aos legisladores, das
empresas de criacdo ao mundo académico, dos artistas aos jornalistas e educadores — devem
estar envolvidas na constru¢gdao e na efetivagdo de uma cidadania digital consciente e
responsavel.

O objetivo da educag¢do é este: aumentar as nossas capacidades pessoais de refletir
criticamente, avaliar a credibilidade das fontes e os possiveis interesses por tras da sele¢ao das
informagdes que nos chegam, compreender os mecanismos psicolégicos que elas ativam,
permitir as nossas familias, comunidades e associa¢cdes a elaboragao de critérios praticos para
uma cultura de comunicagao mais saudavel e responsavel.

Precisamente por isso, cada vez mais, é urgente introduzir também, em todos os niveis
dos sistemas educativos, a literacia para os meios de comunicacdo social, a informacao e a IA,
gue algumas instituicGes civis ja estdo a promover. Como catdlicos, podemos e devemos dar o
nosso contributo, para que as pessoas — especialmente os jovens — adquiram a capacidade de
pensamento critico e crescam na liberdade do espirito. Esta literacia deveria ainda ser integrada
em iniciativas mais amplas de educagdao permanente, alcangando igualmente os idosos e os
membros marginalizados da sociedade, que muitas vezes se sentem excluidos e impotentes
perante as rapidas mudancas tecnoldgicas.

A literacia para os meios de comunicacdo, a informacado e a IA ajudara todos a nao se
adaptarem a tendéncia de antropomorfizacdo destes sistemas, mas a tratd-los como
ferramentas, a recorrer sempre a uma validagao externa das fontes — que podem ser imprecisas
ou erradas — fornecidas pelos sistemas de IA, a proteger a prépria privacidade e os proprios
dados, conhecendo os parametros de seguranga e as op¢des de reclamagdo. E importante
educar e educar-se para utilizar a IA de forma intencional e, neste contexto, proteger a propria
imagem (fotos e dudio), o préprio rosto e a propria voz, para evitar que sejam utilizados na
criacdo de conteudos e comportamentos prejudiciais, como fraudes digitais, ciberbullying,
deepfake, que violam a privacidade e a intimidade das pessoas sem o seu consentimento. Assim
como a revolucdo industrial exigiu uma alfabetizacdo minima para permitir que as pessoas
reagissem as novidades, também a revolucdo digital exige uma literacia digital (com uma
formacdo humanistica e cultural) para compreender como os algoritmos moldam a nossa
percecao da realidade, como funcionam os preconceitos da IA, quais s3o 0os mecanismos que
determinam o aparecimento de determinados conteudos nos nossos fluxos de informacgao
(feeds), quais sdo e como podem mudar os pressupostos e modelos econédmicos da economia da
IA.

E necessario que o rosto e a voz voltem a dizer a pessoa. E necessario preservar o dom da
comunicacao como a mais profunda verdade do ser humano, para a qual também se deve
orientar toda a inovacgao tecnoldgica.

Ao propor estas reflexdes, agradeco a todos aqueles que estao a trabalhar para os
objetivos aqui apresentados e, de coragao, abengoo quantos trabalham para o bem comum
através dos meios de comunicagao.

Vaticano, na Memdria de Sao Francisco de Sales, 24 de janeiro de 2026.
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